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Veracity: Misinformation and Credibility

In August 2014, CBS News published a story and a cellphone photo of a bizarre meteorological phenomenon. The reporter used a photo provided by a tugboat captain, who stated that he was not a meteorologist but described the image as a rare “sideways tornado.” The phenomenon is actually more than rare: it does not exist. The reporter could have consulted with the TV station’s meteorologist, who later easily identified the photo as a shelf cloud. The story was pulled off their website and then amended, but the embarrassment for the news network did not go away.¹

Hoaxes in media are centuries old. Noted satirists such as Jonathan Swift in the seventeenth century and Mark Twain in the eighteenth were successful at spreading them well before the Internet (Walsh, 2006). Disaster-related media hoaxes predate the Internet by decades. A famous example was the 1938 radio adaptation of the alien-invasion novel by H. G. Wells, *The War of Worlds*, which at the time caused numerous calls to newspapers and the police, and created a significant media backlash for (unintentionally, according to its producers) “deceiving” the listeners.² Social media simply places the tools necessary to create and spread all kinds of information, including hoaxes, on the hands of many.

This chapter deals with concerns about the presence of false information in social media, which are frequently cited as one of the major obstacles to its adoption by humanitarian and emergency relief organizations (Hiltz et al., 2011; Hughes et al., 2014). Officers at these organizations have said that they often find themselves wondering if they can trust a given piece of information from social media, or not. Some of them believe that social media are more likely than other sources to contain bad, false, unverified, or inaccurate information (Bressler et al., 2012; Vieweg et al., 2014). Emergency managers, who may also want to integrate information provided by the community, have also expressed doubts about the accuracy and reliability of social media (Merrick and Duffy, 2013). While disaster response organizations are used to operate with “good enough” information during emergencies, they seem to hold higher, even “unreasonable” standards of accuracy for data from social media (Tapia and Moore, 2014).

In social media during emergencies, it is easier to find a message describing something that is true, than it is to find a message describing something that is false (Mendoza et al., 2010). However, even if false information constitutes a minority of what is posted in social media, the negative consequences – practical, economical, legal, political – of trusting false information can be potentially large. Techniques such as human computation and machine learning can be used to provide more elements for experts to make this decision.

We begin this chapter with a general discussion of trust issues in social media during disasters (§8.1), explain how those are usually addressed within a policy-based model of trust (§8.2), and the difference between misinformation and disinformation (§8.3). Then, manually intensive methods based on crowdsourced verification are described (§8.4), followed by methods based on automatic supervised learning and hybrid methods (§8.5).


8.1 Emergencies, Media, and False Information

Criticism of media coverage of emergency situations is not new. A 1957 report published by the U.S. National Academy of Sciences raised serious issues about the way in which the media, specially the radio, informed and misled the public about disasters: “The methods of handling and reporting disasters by the mass media of communication have varied over a wide spectrum from the highly sensational, dramatic, false, and distorted at one end to the sane, verified, factual, and complete at the other” (Fritz and Mathewson, 1957).

The fact that reporters from mainstream media are increasingly relying on social media sources during crises, has opened a new front for criticism. Disclaimers indicating that information could not be independently verified, which tend to appear when social media photos or videos are used in news reporting, do not exempt media from being a target when those photos or videos convey the wrong information. For instance, in 2012 the BBC used an old photo from the war in Iraq to illustrate a more recent massacre in Syria.3 In 2013, during the manhunt that followed the Boston Marathon bombings, the New York Post published on its front page the photos of two innocent bystanders who were mistakenly identified as suspects by the social media site Reddit. After the real culprits were located, U.S. President Barack Obama chastised the press: “In this age of instant reporting and tweets and blogs, there’s a temptation to latch onto any bit of information, sometimes to jump to conclusions. But when a tragedy like this happens, with public safety at risk and the stakes so high, it’s important that we do this right. That’s why we have investigations. That’s why we relentlessly gather the facts.”4 The Red Cross also advocates caution when dealing with unverified information: “Protection actors should take measures to minimize the risk of presenting a false or incomplete image of the issues they intend to address. In a crisis situation, a protection actor may feel under pressure to communicate findings that are not fully verified. When this happens, it is important to avoid hastily extrapolating firm conclusions, or being overly affirmative” (ICRC, 2013).

Social media provides a wealth of immediate information about developing situations, with multiple voices and perspectives that simply cannot be ignored by traditional news media and by humanitarian organizations. For these organizations, dealing with unverified information is often not a matter of choice, but a necessity. A degree of uncertainty is inevitable, and the extent to which information should be trusted is a matter that depends on weighting trade-offs that vary according to the situation (Tapia et al., 2013; Tapia and Moore, 2014). In other words, the risk of acting on incomplete information should not prevent an important operation from going ahead: “a lack of fully verified information is no reason for inaction when there are compelling reasons to suspect that violations have been committed, and might be repeated” (ICRC, 2013).

Timing is important for response and relief organizations: at the onset of an emergency response effort, when time presses but information is limited, there is more risk in ignoring social media information even if it has not been completely validated. As the situation evolves, the role of social media may be less central as other sources of information emerge.

Timing is also important for social media users. In time-critical situations, they have a preference for incomplete but early information over complete but late information. For instance, earthquake alerts from seismic sensors are usually validated carefully by experts before they are issued, but a study by Comunello et al. (2015) indicated that users strongly prefer an immediate message in social media about an earthquake with a provisional estimate of its magnitude (marked “provisional estimate”), instead of a message ten to twenty minutes later, once the magnitude has been confirmed.

Additionally, social media information, as other types of information, is affected by information expiration, that is, something that was valid before but is no longer valid now (Vieweg et al., 2014). Internet users may contribute to this problem. For instance, more people posted about a warning message concerning a shooting at a university, than about the notification that this warning had been lifted (Hui et al., 2012; Tyshchuk et al., 2012).

---

8.2 Policy-Based Trust and Social Media

There are various ways in which we can approach the problem of trust, including: policy-based trust, reputation-based trust, and trust in information resources (Artz and Gil, 2007).

Policy-based trust means that only specific people and organizations are trusted for a given information category. Traditionally, governments, humanitarian, and emergency response organizations follow this model, which is to some extent mirrored by large Internet media dealing with emergency response. Information is trusted because it comes from an official source (Tapia and Moore, 2014). For instance, Twitter maintains a list of verified emergency-related accounts – only these accounts are authorized to push emergency notifications in case of a disaster.5

Reputation-based trust, or source trust, seeks to quantify to what extent we should trust on a certain source, based on the evidence we have collected so far. Trust in information resources, or content trust, seeks to quantify to what extent we should trust on a given piece of content, again based on the evidence we have collected so far. Source trust and content trust are inseparably linked: a trusted source produces and shares trusted content, and trusted content is produced and shared by trusted sources.

The main problem with policy-based trust in social media, is that it forces a binary decision (to trust or not to trust) on an issue that is a matter of degree. Trustworthy information is acquired by collecting and contrasting information from multiple sources, and seldom yields perfectly reliable information: “When in doubt, the information should be tagged as unverified. Several levels of reliability may be used when deciding to tag the reliability of information obtained through open sources” (ICRC, 2013).

Intelligence analysts in the NATO military as well as those of Australia and New Zealand use a two-dimensional scale to grade intelligence. This includes a dimension of reliability of the source, and another of credibility of the information; both are evaluated independently. Source reliability is expressed on a scale from “A” (source completely reliable) to “E” (unreliable source), with “F” being unknown source reliability; information credibility is expressed on a scale from 1 (confirmed by other sources) to 4 (improbable), with 5 being unknown credibility (U.K. Ministry of Defence, 2014).

Internet users often trust social media as much as they trust traditional news media sources, even for contentious issues such as political elections (see, e.g., ORI Market Research, 2012). People do not express feelings of being misled, suspicious or mistrustful about social media information, as often as they express that they find that information in social media is useful (Taylor et al., 2012). However, they also show a strong propensity for referencing traditional sources including high-reputation news media outlets, official government sources, and well-established nongovernmental organizations (Thomson et al., 2012; Reuter et al., 2015b).

To some extent, Internet users also operate on a policy-based trust model, but their trust policies are more fluid than the ones applied by emergency and humanitarian organizations, and more dependent on the context. For instance, users in Pakistan perceive social media as more truthful during disasters than traditional media (Murthy and Longwell, 2013), while Japanese users believe the exact opposite, and rate social media as much less trustworthy than traditional media (Hokudai Earthquake Project, 2011).

8.3 Misinformation and Disinformation

One of the simplest ways of operationalizing trust – and by no means the only way – is to consider three elements: competence, benevolence, and integrity (Gefen, 2002).6 Competence refers to the ability to give accurate information, benevolence to the willingness to do the effort, and integrity to honest behavior. Essentially, the main concern with respect to social media is the lack of any of these elements, that is, people not being in the position to provide precise information, not being willing to do so, or not being truthful about what they know.

Failures in the sense of competence are normally associated to misinformation, which is unintentionally spread; failures in integrity are normally associated to disinformation, which is deliberately spread (Stahl, 2006). Failures


6 Some authors add a fourth dimension, predictability (McKnight and Chervany, 2001), and others use just two factors: ability and intent (Thomson et al., 2012).
in benevolence may be related to obstacles or lack of incentives to provide information (bringing us back to the study of motivations of Section 7.3).

Misinformation tends to be more present than disinformation during natural disasters. Users may repost information that they have not verified yet, possibly weighing the cost of a false alarm versus the cost of not raising an alarm when they should.

Disinformation, while also present during disasters from natural hazards, tends to appear more often during human-induced crises. Lewandowsky et al. (2013) highlight that, given that perceptions of populations are becoming as important as the will of armies and governments to fight, controlling information is becoming a central aspect of modern warfare. In general, when there are two sides in conflict, or when there are legal liabilities or political consequences expected from an event, some people may have incentives to spread deceptive information.

In March 2015 it was uncovered that a group from Russia was using a number of “fake” social media accounts to propagate fake screenshots purporting to be of CNN reporting an explosion in Centerville, Louisiana, in the United States.7 In June 2015 it was reported that this was an organization of about four hundred employees tasked with posting disinformation online.8

Some online disinformation campaigns involve a small set of identities interacting heavily with each other, but not with other, “regular” users. This type of campaign can be detected using graph-based methods, uncovering groups of users that are likely to be colluding (Ratkiewicz et al., 2011).

8.4 Verification Practices

Humanitarian organizations increasingly recognize that there is a trade-off between accuracy and speed (ICRC, 2013). Navigating this trade-off is an everyday activity for many journalists, who can provide valuable input to humanitarians regarding information verification practices. An ideal of professional journalism is that “being right is more important than being first,” but implementing this ideal in reality is far from trivial.9

Over the years, a series of practices have emerged regarding verification of social media during emergencies. Many of these practices can be found in the “Verification Handbook” edited by Silverman (2014), which is a guide co-authored by journalists and other professionals of the media and emergency relief sectors. This handbook includes among other elements a taxonomy of types of fake disaster-related information online: (i) real photos from unrelated events; (ii) art, ads, film, and staged scenes; (iii) digitally edited images, (iv) social media accounts impersonating someone else (fake accounts); (v) altered social media reposts; (vi) fake social media screenshots; and (vii) fake websites.

The Verification Handbook also outlines a verification process or checklist for verifying content. First, determine the first occurrence of this content online, to establish its provenance. Second, identify the author to establish whether the source of the information is reliable. Third, look at key aspects of the content, including its location and date. There are numerous tools that can be used during this process, including for instance reverse image search systems, that allow to search the Web for similar images to a given one.

Common journalistic practices, such as contacting and interviewing sources, have also been applied by emergency managers to deal with social media content. Latonero and Shklovski (2011) interview the Public Information Officer of the Los Angeles Fire Department in the United States. In this interview, the officer recalls how he sent an e-mail to a person posting information, asking him to call back to his office at the fire department, and discussed on the phone the account of this eyewitness. “I felt I was able to add reasonable validation of what they were seeing, relayed that information to our responders in the field, and it turned out that there were people and property in danger in that area, things we couldn’t see, that were over the horizon away from us.”

Information verification platforms. Many verification practices can be codified in systems that assist users in evaluating the veracity of a claim posted in social media. Reuter et al. (2015a) describe a software where users can select and weight evaluation criteria from a predefined list, and use simple user interface elements such as sliders

to combine ratings across these criteria. This software also integrates automatically computed elements that can help evaluate veracity, such as the distance between the location of a user and the place where the crisis is taking place.

The verification practices used by journalists, analysts, and emergency responders cannot scale to a large volume of information, as they are limited by factors such as the size of the staff in these organizations. However, these practices can be scaled up with the help of volunteers through crowdsourcing. In a crowdsourced verification platform, volunteers are invited to look at claims posted by journalists or emergency managers (e.g., a photo showing the consequences of severe weather), and are asked to provide evidence in favor or against that photo. An example of such system is Verily,\textsuperscript{10} introduced by Popoola et al. (2013).

**Visible skepticism.** Messages containing false information are frequently discredited or questioned in social media (Sutton, 2010; Castillo et al., 2013; Resnick et al., 2014). These self-correction mechanisms of social media are valuable, but they do not solve the problem of misinformation, because many people are exposed to false information but not to the messages correcting it (Resnick et al., 2014; Carton et al., 2015). However, this suggests a way of dealing with false information in social media: by encouraging users to discuss about dubious content in social media itself. For instance, users can be encouraged to post messages about incorrect information, as has been done in several emergencies by using the #Mythbuster hashtag.\textsuperscript{11}

There is a temptation to try to remove or censor false information, but this may not be the best strategy in comparison with the practice of visible skepticism: “Repeatedly allowing a rumor to surface and be corrected is different from correcting it once and then blocking it from surfacing again. The latter stops the rumor’s spread within the current platform, but the former may do more to quell its spread through other channels, by challenging it as it comes up again and again” (Dailey and Starbird, 2014). When users are exposed to the refutation of a message simultaneously to the message itself, they are significantly less likely to share dubious content, and repeated exposure to information countering a rumor is more likely to reduce users’ propensity to repeat that rumor than a warning such as “this tweet may contain misinformation” (Ozturk et al., 2015).

### 8.5 Automatic Credibility Analysis

Aristotle’s *Rethoric* offered a blueprint of persuasion based on three key elements, which are often succinctly described as credibility (*ethos*), emotions (*pathos*) and reason (*logos*). These elements can be used to describe methods for automatic credibility analysis. **Automatic reasoning.** Only a few initial steps have been done on automating the verification of information based on patterns of reasoning, that is, the *logos* aspect in the Rethoric. Dong et al. (2015) introduced Knowledge-Based Trust (KBT), which is computed by automatically extracting facts from a Web page (i.e., triples of the form \(<subject, object, predicate>\), and then determining to what extent those facts agree with facts posted on other Web pages. The main technical difficulty is that with current technologies, the error rate of information extractors is actually higher than the rate at which people introduce factual errors in content. Dong et al. (2015) address this problem by incorporating the error rate of the information extraction into the probabilistic framework used to estimate how much trust to place in an extracted fact. **Sharing, refutation, and questioning.** While Mendoza et al. (2010) did not find a difference between how much truthful information and false rumors were retweeted in Twitter, they did note that information that turned out to be false was significantly more questioned and refuted. Questioning and refutation of information tends to appear at latter stages in the lifetime of a rumor. This was depicted by *The Guardian’s* study about the diffusion of news stories during the 2011 London riots.\textsuperscript{12} A time slider can be used to interact with this visualization, making it evident that in many of these rumors, there is an initial period at which false messages “peak,” followed by a period in which refutation messages are more prevalent, but in general in smaller quantities than the false messages that preceded it.

The fact that false rumors are more likely to be questioned and refuted can be used in automatic systems that
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detect credibility, by grouping messages belonging to the same story and then performing a per-cluster analysis of the data (Castillo et al., 2011).

**Information credibility.** The majority of research on automatic methods to help people decide how much to trust on a given content, has been based on the notion of information credibility, which is more closely related to the concept of ethos in the Rhetoric. Ethos is established through the credentials of an author, bringing us back to policy-based trust – however, it is also established through tone and style.

Fogg and Tseng (1999) describe information credibility as the quality of information being believable, and emphasize that this is a perceived quality that is made from multiple elements. Automatic systems that can emulate human perceptions of credibility, that is, predict whether a person would say that she believes in a given message, are well within grasp of current computational methods, particularly supervised learning. Two main elements are required: being able to collect ground truth from users, and being able to computationally model credible content. Ground truth for credibility is easier to obtain than from most other aspects of content trust. Determining if a piece of content is true or false may be extremely time consuming and often requires a great amount of background knowledge or context. In contrast, determining if a piece of content is believable is something we do every day on an intuitive basis, and hence tends to be a relatively fast operation.

**Textual features.** Basic methods to distinguish between credible and non-credible messages use a series of textual features computed from the text. These are similar to the stylometric features used by the NLP community for problems related to authorship attribution (Stamatatos, 2009).

To model the credibility of information on Twitter during emergencies, Castillo et al. (2011, 2013) use a series of content-based, user-based features, and propagation-based features which are used as input for a supervised classifier using a decision tree algorithm. As preprocessing, messages that are not deemed of interest by another automatic classifier are discarded from the set. Gupta and Kumaraguru (2012) use content- and user-based features as inputs to an SVM classifier. Their dataset consists of 14 crisis events, and their system is implemented as a browser plugin in Gupta et al. (2014). Some of the features used in these works are listed in Table 8.1.

These methods depend on human annotation for training, and as such, assume that people can to a certain degree agree on whether a message is credible or not. McCreadie et al. (2015) note that this is in general true, but the degree of agreement depends on the type of message and the way in which a question is framed. For instance, asking people whether a message contains controversial or disputed information tends to elicit less agreement than asking people whether a message states a fact.

With respect to the evaluation of methods for estimating information credibility, ideally this should be done on publicly accessible collections. CREDDBANK (Mitra and Gilbert, 2015) is a reference collection of social media messages annotated with credibility assessments.

**Topics and expertise.** A different research direction attempts to model explicitly a form of source trust, that is, the expertise of authors on different topics, and assign more credibility to the messages they write on topics in which they are likely to be experts. Expertise modeling can be done, for instance, by studying the contents users produce
and how those contents propagate (Tang et al., 2009). These models of expertise have been used to identify and rank potentially credible or trustworthy users for a given topic (Canini et al., 2011; Zielinski et al., 2013).

With respect to crisis-related messages, Ito et al. (2015) describe a method for computing credibility using topics discovered by unsupervised methods. This is done by first running LDA to compute the topics of a user and the topics of a message. Two types of basic features can be derived from these, to measure the concentration of topics (e.g., whether the user repeatedly posts about the same topic) and to measure the correspondence of topics (e.g., whether the user’s previous posts match the topic(s) of the current post).

Some people take advantage of the popularity of a certain hashtag, which means many people are searching for that hashtag, to write messages publicizing certain products (Earle et al., 2010). Spam detection methods for social media can be applied to remove these messages (Benevenuto et al., 2010), as well as bots (as described on Section 2.3). This is also related to methods for finding false product reviews, which is a well-studied subject that has many elements in common with the problem of determining whether a crisis-related message in social media should be trusted. Methods for detecting false product reviews are overviewed in Liu (2012, ch. 10).

### 8.6 Research Problems

**Extending automatic verification methods.** Content-based methods for verification are an interesting research direction, but they require multiple reports referring to the same situation, which may or may not be available at a given time. Logical inconsistencies in a message are one potential sign that the information is incorrect, but they are only one of many possible reasons in which information may be incorrect. More research is needed to understand to what extent these methods can contribute to verify claims done on social media during crises.

**Creating new human verification methods.** Rumors are a problem-solving strategy, a way of rapidly improvising an interpretation of an ambiguous situation (Shibutani, 1966); as such, they are inherent to sense-making. Understanding the verification practices used by professional journalists and/or emergency response organizations is key to be able to assist them. Verification practices for social media should also evolve as the technology matures.

**Modeling the credibility of other contents generated by the public.** Many types of emergency-related communications have to deal routinely with false information. For instance, every year there are literally millions of false calls to 911, the main emergency number used in the United States. In the United Kingdom, the Metropolitan Police receives tens of thousands of misuse or hoax calls every year. Computing methods developed for social media can be extended to deal with these types of false information during emergencies.

### 8.7 Further Reading

Artz and Gil (2007) present a brief conceptual framework for trust research in computer science. Sherchan et al. (2013) present a survey on trust in social media.

Hermida (2014, ch. 8), describes misinformation and disinformation in social media from the perspective of journalists and online content producers. Meier (2015, ch. 7 and 8) addresses verification of crisis data using human and machine intelligence.
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